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Abstract. The sliding window approach is the most widely used tech-
nique to detect an object from an image. In the past few years, classifiers
have been improved in many ways to increase the scanning speed. Apart
from the classifier design (such as cascade), the scanning speed also de-
pends on number of different factors (such as grid spacing, and scale at
which the image is searched). When the scanning grid spacing is larger
than the tolerance of the trained classifier it suffers from low detections.
In this paper we present a technique to reduce the number of miss de-
tections while increasing the grid spacing when using the sliding window
approach for object detection. This is achieved by using a small patch
to predict the bounding box of an object within a local search area. To
achieve speed it is necessary that the bounding box prediction is compa-
rable or better than the time it takes in average for the object classifier
to reject a subwindow. We use simple features and a decision tree as
it proved to be efficient for our application. We analyze the effect of
patch size on bounding box estimation and also evaluate our approach
on benchmark face database (CMU+MIT). We also report our results on
the new FDDB dataset [1]. Experimental evaluation shows better detec-
tion rate and speed with our proposed approach for larger grid spacing
when compared to standard scanning technique.

1 Introduction

The sliding window approach is the most common technique used for object
detection [2–4]. A classifier is evaluated at every location, and an object is de-
tected when the classifier response is above a preset threshold. Many systems
need face processing tasks (detection, tracking, recognition), and needing them
to run in real-time with out loosing much of individual performance has become
a challenging task. Cascades introduced by Viola et al. [4] speed up the detec-
tion by rejecting the background quickly and spending more time on object like
regions. Although cascades were introduced, scanning with fine grid spacing is
still computationally expensive. To increase the scanning speed one approach is
to train a classifier with perturbed training data to handle small shifts in the ob-
ject location. Another simple approach is to increase the grid spacing (decreases
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the number of subwindows being evaluated). Unfortunately, as the grid spacing
is increased the number of detection decreases rapidly. In this paper we focus
on increasing the detection rate and speed of the sliding window approach by
building a bounding box estimator with high performance (speed and accuracy).
To reach that objective we propose a method to predict the bounding box of
an object, using a simple yet effective binary test and a decision tree. We show
that this method reduces the miss detections while increasing the scanning grid
spacing. In this work we don’t intend to increase the performance of the main
face classifier, but rather try to improve the detection rate for larger grid spacing
which also has an effect on scanning speed.

This paper is organized as follows. In next Section we describe the related
work, and in Section 3, we describe our approach on how we increase the detec-
tion rate and speed by using bounding box estimation. In Section 4, we show our
experiment results and finally, conclusion and future work are given in Section
5.

2 Related work

Object detection has been approached in many different ways in the literature.
Either parts of the object or the whole object have to be classified in some
way. The main idea of detecting parts rather than whole image object is to
reduce the variability in appearance of the object. Bounding box estimation can
also be posed as an object part identification problem. This has been done using
different features but the most popular ones are scale-invariant feature transform
(SIFT) [5] and Ferns [6].

SIFT descriptors have been popular as it has proved to be robust to illumi-
nation changes, but the computation of SIFT descriptors turns out to be costly.
Feature matching is done with Nearest Neighbor approach, but to reduce the
complexity, an approximate algorithm called the Best Bin First (BBF) algorithm
proposed by Beis et al. [7] is used. In [6] an alternative feature called Ferns was
introduced which showed comparable or better performance than SIFT features
for patch identification. Ferns consists a set of binary features, and the binary
feature is obtained by comparing the intensity value of two pixels. A Semi-Naive
Bayesian classifier is used to identify a patch, where the class posterior proba-
bilities are modeled with hundreds of binary features.

In [8] the bounding box and pose are estimated before giving the hypothesized
window to a pose specific Support Vector Machine (SVM) classifier. Histogram
of SIFT like features, and a Naive Bayesian approach is used to learn different
poses and bounding box. The bounding box estimation is carried out in two
steps. First a fixed sized window is used to infer the aspect ratio, and then the
area is estimated. This approach maximizes the overlap between the estimated
location of the box and the ground truth. In [9], a component based face detector
is described. Their system consists of a two-level hierarchy of SVM classifiers.
On the first level, components of face are independently detected and the sec-
ond level, the geometrical configuration of the detected components are checked
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with face model. While their technique might perform better, but since many
component classifiers are evaluated the speed could be an issue.

Object detection using generalized Hough transform has also gained in pop-
ularity. One of the model proposed by Leibe et al. [10], Implicit Shape model
(ISM), consists of class specific codebook of local appearance from the object
category and spatial probability distribution of where the codebook entry may
be found on object. During recognition this information is used to perform a
generalized Hough transform in a probabilistic framework. However as pointed
out by Jürgen et al. [11], codebook-based Hough transform comes at a signifi-
cant computational price, and the authors have suggested using random forest
to directly learn a mapping between the appearance of an image patch and its
Hough vote, more precisely a probabilistic vote about the position of an object
centroid. In shape regression machine [12], parameters such as translation,scale
and rotation are estimated using regression approach and was applied on medical
images with improved speed in detection. We can see that to speed up the de-
tection we need to estimate the location of the object as quickly and accurately
as possible.

Our work is inspired by [11] in the way that the object centers are estimated
by using Hough forest. Each leaf node in the tree gives a probabilistic votes of
the object centroid. The hypothesis which is tested at each node is a simple
comparison of values (can be intensity or gradient in x and y direction) at two
locations (in some sense similar to [6]). In [11], a forest with 15 trees is used which
takes considerable amount of time if a dense scan is performed. Therefore we
decided to use only a single decision tree for estimating the offset (bounding box)
of the face. The advantage of using a decision tree is that the number of tests
that needs to be performed grows only logarithmically thus saving computational
time at runtime.

3 Proposed approach

In this section we first analyze the standard sliding window approach, and then
describe how to reduce the miss detections with larger grid spacing by using a
bounding box estimator. We then describe how a decision tree is learnt for this
task.

3.1 Analysis of standard sliding window technique

The standard sliding window technique with regular grid scan is shown in Fig-
ure 1(a), where a classifier Cobject is placed on the scanning grid and checks if it
is an object or not. We start by formulating the chance of hit Hc, as the chances
for the target object to be within the classifier detection range, with respect to
the scanning grid interval (ws, hs), and to the translation tolerance (wt, ht) of
the classifier Cobject, (see Figure 1(a)).

Hc ≈
wtht

wshs

(1)
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Fig. 1. Standard scanning technique vs our proposed scanning framework. The dots
represent the scanning grid with interval (ws, hs), target object size (wo, ho), translation
tolerance (wt, ht) of target object classifier Cobject, target patch size (wp, hp), and target
patch classifier Cpatch. The classifier Cpatch predicts the bounding box for Cobject in
our approach.

As an example, lets assume that the object present in the image is of the same
size as the classifier is trained with, if wt = ht = 3 and ws = hs = 6 then the
chance of getting a hit Hc is 0.25, which is very low. For Hc greater than 1,
means that the classifier has more chances to detect the object. As we decrease
ws and hs (a finer search), Hc increases, while scanning speed decreases (slower).
Our goal is to increase Hc without decreasing too much of the scanning speed
(thus making it faster), which is described below.
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Fig. 2. Estimated chance of hit Hc with and without bounding box estimation with
respect to scanning grid spacing.
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3.2 Chance of hit with our approach

In this subsection we explain how our method increases the probability of hit.
Figure 1(b), shows the proposed scanning framework. The classifier Cpatch is
evaluated on a regular grid, while the main classifier Cobject is placed on location
predicted by Cpatch. Assuming that we have a classifier Cpatch that predicts the
patch location correctly within the translation tolerance (wt, ht) of the classifier
Cobject, with prediction rate dp, then the chance of hit can be approximately
given by:

Hc ≈ dpHp (2)

Hp =
(wo − wp + 1)(ho − hp + 1)

wshs

(3)

where Hp is the chance of hit for the patch, (wp, hp) is the patch width and
height, and (wo, ho) is the object width and height, with constraints wp < wo

and hp < ho (see Figure 1(b)). For example if, wp = hp = 14, wo = ho = 19,
ws = hs = 6, and dp = 0.8 (this value is taken from our experiment results),
we get Hc = 0.8, which is 55% greater than standard scanning approach. The
smaller the patch size is, the more the spacing between the grid can be, for
a increase in scanning speed. Unfortunately at the same time estimating the
bounding box becomes complex as individual patch will contain less and less
information for distinguishing one from another. Figure 2 shows the chance of
hit with and without bounding box estimation. To generate the plot we have
used the same values as given in the example.

3.3 Bounding box estimation

The key idea for our algorithm lies in estimating the bounding box with high
performance (speed and accuracy). We intend to use decision tree as it proved to
be simple and efficient for our task. The decision tree is trained in a supervised
manner. The training data, binary test and tree construction, and data stored
in leaf node is described below.

Training data. For an object of size wo × ho, and patch size of wp × hp, we

can have
(wo−wp+1)(ho−hp+1)

2 number of overlapping patches (see Figure 3(a)).
We represent a set of patches by {Pi = (Ii, dddi)}, where Ii is the appearance of
the patch and dddi is the offset of the patch. The offset vector dddi is a 2D vector
representing (x, y) shifts from the object center or from a fixed point in the
object.

Binary test. In a decision tree T , a test has to be performed at a node. We first
consider a simple binary test introduced in [11, 6], which is given by:

tf (I) =

{

1 if I(x, y) ≤ I(x′, y′)
0 otherwise

(4)
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Fig. 3. (a)Examples of some overlapping face patches, All patches lie within the face
region. (b) In this figure each column corresponds to a leaf node. The first row shows
the average of the test images that arrives at a leaf node. The pixel locations that are
evaluated (tµf ) at the nodes of a tree are also indicated. The second row provides the
estimated offset value of the patches reaching a leaf node. The third row shows the
average image of all the test patches having the offset value corresponding to the leaf
node. The patch size of 14x14 is shown here.

where (x, y) and (x′, y′) are two locations in the patch I. We also propose a new
test which is given by:

tµf (I) =

{

1 if I(x, y) ≤ avg(I)
0 otherwise

(5)

where avg(I) is the average of the pixel values in the patch I. Our test requires
only half the number of pixel access compared to the previous test, but requires
an integral image to quickly calculate the average value.

Tree construction During training, each non-leaf node picks the binary test that
splits the training samples in an optimal way. We use the offset uncertainty as
in [11] which is defined as:

U(A) =
∑

i∈A

(dddi − dddA)2 (6)

where dA is the mean offset vector over all object patches in the set A =
{Pi = (Ii, dddi)}. A binary test t⋆ is chosen to minimizes the following expres-
sion:

t⋆ = arg min
t=1,...,T

(U(AL) + U(AR)) (7)

where T is the number of possible binary tests, and AL and AR are the subset
of training samples reaching the left node and the right node respectively. Each
leaf node l in the constructed tree stores a single offset vector (xl, yl). If Al is
the subset of training examples that arrives at the leaf node l, then (xl, yl) is
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given by:

xl =
1

|Al|

∑

k∈Al

xk yl =
1

|Al|

∑

k∈Al

yk (8)

Similarly to [11], we use two stopping criteria for the construction of the tree:
the maximum depth of the tree and the minimum number of samples at a node.
If a node has this minimum number of samples, we add an additional constraint
which checks the variance of the offset vectors with a specified threshold. This
way we have a better estimate of the offset at the leaf nodes. At runtime, a
patch is given to the tree and the estimated offset value at the leaf node is used
to place the main object classifier for subsequent detection. For illustration, we
show in Figure 3(b) the pixel locations (x, y) associated to the tests tµf at each
node in the tree from the root to different leafs. In these examples, we basically
observe that the tree learns the shifts near the eye location.

4 Experiments

We first evaluate the performance of bounding box estimation for different patch
size. We then compare our proposed scanning framework with standard scanning
technique with respect to detection rate, false alarm rate and scanning speed on
benchmark and FDDB face database.

4.1 Evaluation of bounding box (bbx) estimation

We evaluate the performance of bounding box estimation for different patch
sizes (wp, hp) and for two different types of binary test tf and tµf . We first
describe the training and testing face dataset and parameters set for training
the decision tree. We obtain approximately 35,000 cropped face images (19x19)
(faces are scaled and cropped with respect to eye location) from standard face
database (BANCA, BIOID, Purdue, and XM2VTS). A subset of 15,000 face
images are used for training, 10,000 are used for validation and the rest 10,000
are used for testing. The dataset which we used for this evaluation have well
defined eye locations and can assume that the patches have good groundtruth
offset values.

To build a decision tree we set the maximum depth, minimum number of
samples and variance threshold. To obtain the best parameter of the tree cross
validation approach could be used which will be done in our future work. Here
we set the parameters based on our experience to quickly test our hypothesis.
The depth of the tree is varied from 12 to 15 depending on the patch size, but
kept the same for two types of test. Large patch size have fewer offset values
to be estimated, therefore we use smaller depth size, while smaller patch size
have many offset values which creates more training samples and requires larger
depth for better estimation. The variance threshold is set to 0.1 and minimum
number of samples to 10 for all our experiments. A smaller variance will force the
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0 1 2 3 4 5 6

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

estimation error λ

C
(λ

)

 

 

tµ f
  10x10

t
f
   10x10

tµ f
  14x14

t
f
   14x14

tµ f
  17x17

t
f
   17x17

17x17

14x14

10x10

Fig. 4. Cumulative distribution of estimation error λ for patch sizes of 10x10, 14x4,
and 17x17. The figure shows only the cumulative distribution for first few λ’s.

training samples to split if the offset values are too different. The total number

of possible binary tests for tf is
(wp×hp)(wp×hp−1)

2 , which is large. Hence a fixed
number of tests are evaluated (200 in our case) at every node, and for each test
the pixel pairs are picked randomly. The total number of possible binary tests
in the case of tµf is wp × hp, as it compares a pixel value to the average value of
the patch. Since the number of test evaluation is small, each node evaluates all
the test and selects the best one based on (7).

Training of a decision tree proceeds by giving all the samples at the root
node and recursively splitting the training samples using (7) until it reaches
the maximum depth or the variance of the samples at a node reaches below a
specified threshold value. At test time, a patch is passed through the tree, and
the leaf node gives an offset estimate (x̂, ŷ). Since we want to measure how close
the estimated offset is to the true offset we use squared L2 norm to evaluate the
estimation error:

λ = (x̂ − x)2 + (ŷ − y)2 (9)

where (x, y) is the true offset value of the patch.
To inspect the distribution of error λ, we define g(λ) as the number of test

patches that have estimation error of λ, and the cumulative distribution of es-
timation error as c(λ) =

∑λ
j=0 g(j). Figure 4 shows the cumulative distribution

of estimation error for square patch sizes of 10, 14 and 17. We see that there is
only a slight performance difference between the two types of test.

4.2 Evaluation on benchmark face database

We now compare the detection rate and speed of scanning with and without bbx
estimation on CMU+MIT [13] and Fleuret [14] frontal face databases. These
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Fig. 5. A dot shows the top left corner of the subwindow given to the classifier. (a)
estimated locations with our approach, (b) for regular grid spacing.

databases have a total of 375 images and 1085 faces of various size. A pyramid
based scanning approach [3] is used to detect faces at different scales. Multiple
detections are merged by averaging the detection within a certain radius which
is a function of scale. The estimated eye coordinate of merged detection are
compared with ground truth eye coordinates using Jesorsky measure [15], which
is set to 0.6 for all our experiments. We describe first the different face classifiers
used for our experiments, then show how the location on the grid gets modified
with bounding box prediction. We then show how our approach is better than
standard scanning technique irrespective of the classifier used.

Main classifier. Many different classifiers and features are available for face
detection task. We choose Modified Census Transform (MCT) features as it has
been shown to be robust to lighting variations and does not require any prepro-
cessing [16]. Boosting is used to train the classifiers and the cascade architecture
is used for speeding up detection process. Two different classifiers are trained
with different sets of face training data. One classifier is trained without perturb-
ing the face training data (Cmct−np) and the other with perturbed face training
data (Cmct−p). The perturbation consists of shifting the face by one pixel in x
and y directions. We also use the OpenCV face classifier (Copencv) [17] to com-
pare the performance (detection rate and false alarms) with our approach for
different grid spacing. Figure 5 shows the locations at which the main classifier
is placed with and without bbx prediction.

Detection rate vs grid spacing. Figure 6 shows the performance of detection
rate with respect to grid spacing. We can see that classifier Cmct−p performs simi-
lar to Copencv. Training without perturbation has lower detection rate as the grid
spacing is increased which is obvious. In the figure mct-p-bbx and mct-np-bbx,
represents the performance with bbx prediction. It can seen clearly that our ap-
proach has higher detection rate for both the MCT based classifiers. It can also
be seen that there is an equal amount of drift when different classifiers are used
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with and without bbx prediction. This might be due to that our approach is
independent of the classifier used. Figure 7 shows the detection rate for different
patch sizes when the grid spacing is varied. It can be seen that smaller patches
are able to perform better compared to larger patches when the grid spacing is
larger which goes along with our hypothesis (Section 3.2).
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Fig. 6. Detection rate vs grid spacing with and without bbx prediction.
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Fig. 7. Detection rate vs grid spacing with bbx prediction for different patch sizes.

Detection rate vs speed We analyze the computational complexity empiri-
cally. For an image we consider the total time for the scan to finish with and
without bounding box prediction. For the given grid spacing obviously our ap-
proach takes more time, but we need to see for a given detection rate whether we
gain any improvement in speed. In Figure 8, we can see that we can achieve bet-
ter detection rate for a fixed time, or better time (increase in speed) for a fixed
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detection rate. We also see that Cmct−p has more detection rate than Cmct−np,
but our approach performs better when using the same classifier.

0.5 0.6 0.7 0.8 0.9

0

50

100

150

detection rate

tim
e 

in
 s

ec
on

ds

 

 

mct−np−bbx
mct−p−bbx
mct−np
mct−p

(a) Scaling factor 1.2

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

20

40

60

80

100

120

detection rate

tim
e 

in
 s

ec
on

ds

 

 

mct−np−bbx
mct−p−bbx
mct−np
mct−p

(b) Scaling factor 1.5

Fig. 8. Time in seconds to scan 375 images vs detection rate with and without bbx
prediction.

Detection rate vs false alarm rate. In Figure 9 it can be seen that the false
alarm rate for Copencv and Cmct−p are similar, while Cmct−np has lower false
alarm rate. This indicates that training without perturbation has lower false
alarm at the price of detection rate. We can also see that the false alarm is lower
when using bbx prediction for a fixed detection rate.
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Fig. 9. Detection rate vs false alarm rate with and without bbx prediction.

4.3 Evaluation on FDDB face dataset

We also evaluate our approach on the FDDB dataset for EXP-2 [1]. It contains
2845 images with a total of 5171 faces. For this task we use a detector from
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[18]. We use the “ROC.txt” and the evaluation code files from FDDB website
(http://vis-www.cs.umass.edu/fddb/results.html) to generate the Figure 10(a)
for comparison with [4] and [19]. We see that our detector is comparable to the
state-of-art detectors. Here we show only discrete ROC curves. Figure 10(b)
shows the ROC curves with our detector using the standard scanning technique
and with our bbx prediction. The time taken to process 2845 images using stan-
dard scanning technique with grid spacing 2, 4, 6, and 8 are 480, 165, 105, and
86 seconds respectively, while for bbx prediction they are 562, 187, 119, and 86
seconds respectively. It is clear that as the grid spacing becomes smaller the
bounding box prediction does not give any advantage, but when we look at Fig-
ure 10(b) for a given false positives (say 1000), bbx prediction with grid spacing
4 performs comparable to standard scanning technique with grid spacing 2, and
also it is 3 times faster. Similarly, bbx with grid spacing 8 performs comparable
to standard scanning technique with grid spacing 4, and its 2 times faster.

(a) (b)

Fig. 10. Discrete ROC curves. (best viewed in color, x axis is plotted in log scale) (a)
Comparison of our detector with [4] and [19]. (b) ROC curves for our detector with
standard scanning (std-) and with bbx prediction (bbx-). The numbers 2,4,6, and 8
represent grid spacing used while scanning.

5 Conclusion and future work

We have presented a method to improve the detection rate and speed while
increasing the grid spacing in a sliding window based scanning technique. The
key idea is to predict the bounding box of the object with high performance
(both in speed and accuracy) which is achieved by using a decision tree with
simple binary test at each node. We have used benchmark face databases to
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validate our approach and demonstrated that there can be an improvement in
speed for a fixed detection rate, or better detection rate for a fixed time. The
grid spacing could be chosen to reflect specific application need. We also showed
the performance of our approach on the new larger FDDB dataset, with the
common evaluation protocol, and we see that our hypothesis works on wide
variety of images. What we observe is that, the pose and occlusion remains a
challenge in face detection and it needs to be addressed. In our future work we
plan to investigate if our approach can be easily extended to estimate the face
pose. We also plan to use different set of features or a combination of features and
context information to improve face detection in unconstrained environment.
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