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Abstract

Our supplementary material contains additional infor-

mation about the following:

e Modeling optical flow noise using the Sintel dataset.

e A proof that under projective transformations our set
of rigid motion models is independent of the camera
focal length f.

o The classical definition of motion segmentation and its
connection to the related but different problem of video
segmentation.

e Additional results on the DAVIS benchmark.

A. Modeling the flow noise

We use the ground truth optical flow provided by the
Sintel [4] dataset for modeling the characteristics of opti-
cal flow computed by the algorithm of Sun et al. [15].

We measure the variance of the observed flow noise for
different magnitudes 7 of the ground truth flow. Figure 1
shows four histograms of the flow noise (u-component) for
different ground truth flow magnitudes. The last plot shows
the observed variances as blue dots and in red the expo-
nential function that best models the relationship between
flow noise variance and the motion field magnitude r. A
significant relation between the variance of the flow noise
and magnitude can be observed — the larger the flow mag-
nitudes, the larger the covariance of the flow noise. For
large pixel displacements the computation of optical flow
becomes very noisy. To incorporate this relationship into
our model, we model the variance as a function of » with an
exponential function of the form s(r) = a - €®".

The least squares fit for a and b are:'

Var(n,(r))
Var(n,(r))

a=11.45x107°,b = 35.85
a=16.35x10""b=45.8

Parameters o and b are measured based on the normalized flow — the
flow relative to the frame size.

Additionally we introduce a multiplier m, to add flexi-
bility to our noise model. This is supportive for real world
videos, since the measurements rely on the synthetic action
movie Sintel which comes with additional challenges, like
textureless regions, artificial motion blur effects and large
pixel displacements. We learn the parameter m using the
FBMS-59-3D motion training data set [1, 12].

B. Independence of the set of rigid motion
models from the focal length f

The equations that relate the translational motion of an
object to the motion field (Equation 1 in the main paper),
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show that the translational motion field (u, v) depends upon
the camera focal length f. Thus, a motion field alone, with-
out the focal length, is not enough to infer the 3D motion
direction of an object. While our method segments objects
based upon different 3D motions projected on a 2D image
plane, it is not important for the method to infer the exact
3D direction. In this section, we show that for any fixed
but unknown focal length, each rigid motion model maps
to a unique motion direction in 3D. Thus, the rigid motion
models are enough to distinguish among different motions
even though they are not enough to distinguish the exact 3D
motion. In other words, if our goal is merely to separate
different types of motions, the rigid motion models are suf-
ficient. Examples of these motion models can be seen on
the right half of Figure 1 in the main paper. We present a
proof that for any camera focal length f, there is a one-to-
one mapping from rigid motion models to 3D motions.
Notation and Preliminaries. Let S(f) be the set of all
possible rigid motion models in a static environment for a
camera with focal length f. M(f,T) is a motion model
defined by the focal length f and the motion direction 1" =
(U,V,W). Let T be the set of all translational directions,
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Figure 1: Variance of flow noise. (a)-(d): histograms of the optical flow noise of the first, second, third and fourth quar-
tile of motion field magnitudes (Q1, @2, @3, Q4). (e): Visualization of the dependence of the flow noise variance and the
corresponding motion field magnitude r. The blue dots show the flow noise variance for a particular motion field magnitude.

i.e., the set of points on the unit sphere. That is
S(f)={s:s=M(fT),TeT}, @)

Consider the set S* of rigid motion models generated by
the set of all possible motion directions 7" when the focal
length f is equal to 1. We are interested in the question of
how the set S(f) of motion models differs from S*, due to
the difference of focal length.

Theorem 1. Let [ and f' be two different focal lengths.
Let M (f,T) be a canonical rigid motion model that results
from the focal length f and motion direction T. The same
rigid motion model can be obtained for another focal length
f' = cf and a different motion direction T' = (U, V,cW),
as M(f',T"). We show that

M(f,T) = M(f', 1. (3)
Thus the direction 0(x,y, f, U, V, W) at each pixel location
(z,y) can be obtained with different focal length ' = cf
and a different motion direction T' = (U, V,cW), or

9(:1:, y? fl7U7‘/70W) = 6($7y7 f7 U7 V7 W) (4)

Proof.

a(xvyaf/aU7‘/70W) (5)
= arctan(cW -y =V -f'.cW-x—-U-f) (6)
arctan(c(W -y =V - f),e(W -z —=U - f)) (7)

= arctan(W-y—V - -fW.-x—-U-f) 8)
= 9(1}‘7 y’ f’ U7 ‘/7 W)' (9)
O

Since this establishes a one-to-one mapping among rigid
motion models governed by the two focal lengths, it estab-
lishes that the total set S of rigid motion models is indepen-
dent of focal length. In particular, while the rigid motion
model M (f,T) for a particular motion direction is affected
by the focal length, the set of all possible rigid motion mod-
els S is the same for all focal lengths.

C. Classical definition of motion segmentation

The general idea of video segmentation can be de-
scribed as follows: given a sequence of frames the goal
is to produce k regions which share one or more common
properties. There are many different properties that may be



3D trans. direction  focal length  rigid motion model
U, V,W] in pixel M

[-1,1,1] 1000

[-1,1,0.001] 1

Table 1: Independence of the set of rigid motion models
from the focal length. Same rigid motion model can be ob-
tained using a different focal length and a different motion
direction [U, V, W1.

relevant for problems addressing video segmentation. Ex-
amples of such properties are color, shape, depth or “object-
ness”.

For motion segmentation algorithms, the property of in-
terest is 3D motion. Understanding motion is essential for
understanding the world, predicting the future, understand-
ing actions and interactions and also for understanding the
definition of “objectness” itself. Thus motion segmentation
is about segmenting all objects which are moving indepen-
dently.

Another way to think about video segmentation is to fo-
cus on the property of objectness as primary. We can re-
fer to this general class of video segmentation problems as
video object segmentation, or in this context, just object
segmentation, for short. For object segmentation, answer-
ing the questions What is an object? and How is an object
defined? is essential. The understanding of objects might
or might not incorporate knowledge about motion — a high
quality object segmentation algorithm is not necessarily a
good motion segmentation algorithm. An object segmenta-
tion algorithm might segment a table and chair separately
regardless of whether those are moving or not, while a mo-
tion segmentation algorithm should not segment a chair or
a table unless they are moving.

D. The DAVIS benchmark

DAVIS 2016 [14] is a video object segmentation dataset
providing a densely annotated, pixel-accurate ground truth
for every frame. Videos in this dataset always contain one
ground-truth object which is considered the “most impor-
tant” moving object. The authors define 15 key characteris-
tics (such as motion blur, occlusion, interacting objects or
appearance change) that describe certain aspects or chal-
lenges of a video and assign these to each video.

We note that the task of segmenting the most impor-
tant object in a video differs significantly from the origi-

nal motion segmentation problem which is the focus of our
work. An example illustrating this difference in definition
is shown in Figure 3.

For completeness, we report results of our motion seg-
mentation algorithm on DAVIS, using the “2016 TrainVal”
data split and the provided evaluation codebase.” Since
we have multiple foreground object masks for each video
frame, we consider our closest matching mask to their sin-
gle ground-truth object mask, following DAVIS’ prescribed
“bipartite” procedure for evaluating multi-object segmenta-
tion methods [14]. Performance is reported using the mean
values of 7, F and 7, which indicate Jaccard index (IoU),
object boundary accuracy and temporal stability, respec-
tively [14].

Results on DAVIS using some variants of our method
are summarized in Table 2 and visualizations shown in Fig-
ure 2. Naively forming a binary mask by taking the union
of all our predicted moving objects results in relatively
low performance (binary matching), while finding the best
match from among our multi-object masks gives better re-
sults (bipartite matching). Including a CRF improves per-
formance, as expected (Ours+CRF).

Method Matching J F T
Ours binary 0.4578 0.4417 0.5822
Ours bipartite 0.5141 0.4712  0.5827

Ours+CRF  bipartite 0.5347 0.5005 0.6652

Table 2: Results on DAVIS. Method: We show results
for our method (ours) and the effect of adding a CRF
(ours+CRF). Matching: we can match our multiple-
object predictions to the single ground-truth object by either
merging all our predictions into a single foreground mask
(binary) or by selecting the prediction that best matches
the ground-truth (bipartite).

We compare with other “unsupervised” category meth-
ods on DAVIS “2016 TrainVal” in Table 3. There are some
common methods between these and the methods evalu-
ated on the motion segmentation datasets presented in the
main paper. In terms of Jaccard-index, we are better than
TRC [6] and CVOS [16], and have about one percentage
difference with MSG [11]. The methods NLC [5], FST [13]
and LMP [17], which showed lower performance than ours
in motion segmentation on the FBMS [3], Complex Back-
ground [10] and Camouflaged Animals [2] datasets, are bet-
ter on DAVIS.

On DAVIS, videos of the category Dynamic Background
(DB) — usually with crowds of people and moving water,
make it hard to model the camera motion at the first stage

2https://github.com/jponttuset /davis-matlab/
tree/davis—-2016
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Figure 2: Visualizations of results on DAVIS. Rows — top to bottom: Original video frame, ground-truth and the output
from our algorithm. Our method is not accurate in the cases of dynamic background, such as the boat and black swan

videos.

Figure 3: Segmentation on DAVIS. Segmentation of the
breakdance video sequence (frame 2). Bottom left:
ground truth, botfom right: motion segmentation. An eval-
uation on DAVIS doesn’t mirror necessarily the quality of
the motion segmentation method. A motion segmentation
method is accurate if all moving objects are segmented, ir-
respectively whether they are are the primary object of in-
terest or not.

of our method using simple rigid motion models. A rigid
motion model can handle the motion of static background
due to camera motion well, but not “messy” motions such as
that of flowing water, which is very often present in DAVIS.
These factors are mostly responsible for our performance
drop on this dataset as compared to the motion segmentation
results we presented in the main paper.
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