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Abstract

Joint alignment of a collection of functions is the
process of independently transforming the func-
tions so that they appear more similar to each
other. Typically, such unsupervised alignment al-
gorithms fail when presented with complex data
sets arising from multiple modalities or make re-
strictive assumptions about the form of the func-
tions or transformations, limiting their general-
ity. We present a transformed Bayesian in nite
mixture model that can simultaneously align and
cluster a data set. Our model and associated
learning scheme offer two key advantages: the
optimal number of clusters is determined in a
data-driven fashion through the use of a Dirichlet
process prior, and it can accommodate any trans-
formation function parameterized by a continu-
ous parameter vector. As a result, it is applica-
ble to a wide range of data types, and transfor-
mation functions. We present positive results on
synthetic two-dimensional data, on a set of one-
dimensional curves, and on various image data
sets, showing large improvements over previous
work. We discuss several variations of the model
and conclude with directions for future work.

Introduction
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Figure 1: Joint alignment and clustering: given 100 un-
labeled images (top), without any other information, our
algorithm & 3) chooses to represent the data with two clus-
ters, aligns the images andlustersthem as shown (bot-
tom). Our clustering accuracy 84% compared tb4%
with K-means using two clusters (using the minimum error
across 200 random restarts). Our model is not limited to
af ne transformations or images.

analyses, and removing (af ne) spatial variability in im-
ages of objects can improve the performance of joint com-
pression [9] and recognition [15] algorithms. Speci cally

it has been found that using an aligned version of the La-
beled Faces in the Wild [16] data set signi cantly increases
recognition performance [5], even for algorithms that ex-
plicitly handle misalignments. Aside from bringing data
into correspondence, the process of alignment can be used
for other scenarios. For example, if the data are similar

Joint alignment is the process in which data points arelp to known transformations, joint alignment can remove
transformed to appear more similar to each other, basethis variability and, in the process, recover the undegyin
on a criterion of joint similarity. The purpose of alignhment latent data [23]. Also, the resulting transformations from
is typically to remove unwanted variability in a data set, alignment have been used to build classi ers using a single
by allowing the transformations that reduce that varigpili  training example [21] and learn sprites in videos [17].

This process is widely applicable in a variety of domains.

For example, removing temporal variability in event re- 1.1 Previous Work

lated potentials allows psychologists to better localizérb

responses [32], removing bias in magnetic resonance imfypically what distinguishes joint alignment algorithms a
ages [21] provides doctors with cleaner images for theithe assumptions they make about the data to be aligned



(1) Original (2) Congealing (3) Clustering (4) Alignment and Clustering

gealing's use of an entropy-based objective function can in

o "‘”“\ - S ’ theory allow it to align multiple modes, in practice the inde
'1 Yy . “L pendence assumption (temporally for curves and spatially
7} T e ¥ - for images) can cause it to collapse modes (see Figure 2
- : for an illustration). Additionally, its method for regular

ing parameters to avoid excessive transformatioas isoc
Figure 2: lllustrative example. (1) shows a data set of 2Dand does not prevent it from annihilating the data (shrink-
points. The set of allowable transformations is rotationsing to size zero) in some scenarios.
around the origin. (2) shows the result of the congealing
algorithm which transforms points to minimize the sumof | 5, Approach
the marginal entropies. This independence assumption in
the entropy computation causes the points to be squeezethe problem we address here is joint alignment of a data
into axis aligned groups. (3) highlights that clusteringr&  set that may contain multiple groups or clusters. Previous
with an in nite mixture model may result in a larger num- nonparametric alignment algorithms (e.g. congealing)[21]
ber of clusters. (4) shows the result of the model presentegpically fail to acknowledge the multi-modality of the dat
in this paper. It discovers two clusters and aligns the goint set resulting in poor performance on complex data sets. We
in each cluster correctly. This result is very close to theaddress this by simultaneously aligning and clustering [11
ideal one, which would have created tighter clusters. 12, 24] the data set. As we will show (and illustrated in
Figure 2), solving both alignment and clustering together
offers many advantages over clustering the data set rst and
and the transformations they can incur along with the levethen aligning the points in each cluster.
of supervision needed. Supervision takes several form.? _ a L
and can range from manually selecting landmarks to be © this end, we developed a nonparametflayesian joint

aligned [5] to providing examples of data transformations"""gnment and clustgring m.odel .that Is a generalization of
[28]. In this paper we focus on unsupervised joint align_the standard Bayesian in nite mixture model. Our model

ment which is helpful in scenarios where supervision is notl?1 Ossxﬁﬁgso\r/:}?gnc;{;h?tiagg\?vzl:cizarl\a/llgtree”:t'gii%fa(l:lonﬁ?al
practical or available. Several such algorithms exist. 9 9 : P yi 1t

In the curve domain, theontinuous pro le mod€e[23] uses Explicitly clusters the data which provides a mech-

a variant of the hidden Markov model to locally transform anism for handling complex data sets. Furthermore,
each observation, while a mixture of regression model ap-  the use of a Dirichlet process prior enables learning
pended with global scale and translation transformations  the number of clusters in a data-driven fashion.

can simultaneously align and cluster [12]. Matgal. [25] ) . )

adapted theongealingramework [21] to one dimensional Can use any generic transformation function param-
curves. Congealing is an alignment framework that makes ~ ©terized by a vector. This decouples our model from
few assumptions about the data and allows the use of con-  the Speci ¢ transformations which allows us to plug in

tinuous transformations. It is a gradient-descent optmiz different functions for different data types.

tion procedure that searches for the transformations param  gnaples the encoding of prior beliefs regarding the de-
eters that maximize the probability of the data under a ker- gree of variability in the data set, as well as regularizes

nel density estimate. Maximizing the likelihood is achigve the transformation parameters in a principled way by
by minimizing the entropy of the transformed data. It was treating them as random variables.

initially applied to binary images of digits, but has since

also been extended to grayscale images of complex oy (st present a Bayesian joint alignment mode®] that
jects [15] and 3D brain volumes [33]. Additionally, sev- assumes a unimodal data set (i.e. only one cluster). This
eral congealing variants [31, 30, 6] have been presenteq,q| s a special case of our proposed joint alignment and

that can improve its performance on binary images of dig,stering model that we introduce #8. We then discuss
its and simple grayscale images of faces. Also in the imaggeyera| variations of our model in4 and conclude ix 5
domain, the transformed mixture of Gaussians [11] and the i, girections for future work.

work of Lui et al. [24] are used to align and cluster.

One of the attractive properties of congealing is a clearl.3 Problem De nition

separation between the transformation operator and opti- ) _ \ _
mization procedure. This has allowed congealing to bé/Vé are provided with a data set= fx;gZ; of N items
applied to a wide range of data types and transformatio@nd a transformation functiox; = (yi; i) parameter-
functions [1, 15, 21, 22, 25, 33]. Its main drawback is its 'Here, we use the term nonparametric to imply that the num-

inability to handle complex data sets that may contain mulyer of model parameters can grow (a property of the in nite mix-
tiple modes (i.e. images of the digitsand7). While con-  tures), and not that the distributions are not parametric.



ized by ;. Our objective is to recover the set of transfor- ﬂ
mation parameterk ;g , such that the aligned data set

fyi = (x5 | 1)giN:l is more coherent. In the process, — !
we also learn a clustering assignméatg)., of the data @ @
points. Here ; is de ned as the parameter vector gener-

ating the inverse of the transformation that would be gener-
ated by the parameter vecto(i.e.x; = ( (Xi; ; B ).
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2 Bayesian Joint Alignment

The Bayesian alignment (BA) model assumes a unimodal
data set (inx 3 this assumption is relaxed). Consequently
there is a single set of parameters(d ) that generatethe Figure 3: Graphical representation for our proposed
entire data set (see Figure 3). Under this model, every obBayesian alignment modet @).

served data itenx;, is generated by transforming a canon-

ical data itemy;, with transformation, ;. More formally,

Xi = (Vi; i), wherey; Fp()and ; Fq('). The pleronly iterates over the transformation parameters:
auxiliary variabley; is not shown in the graphical model
for simplicity. Given the Bayesian setting, the parameters  8i=1: n i(t) p( ijx; (t?; v )

and' are random variables, with their respective prior / (XX i . . )
distributionsHp ( ) andH- ( ).2 PLEXIX s

- - = pxij x i OoeCid W)

The model does not assume that there exists a single per- : :
fect canonical example that explains all the data, but uses = piyijy™; e )
a parametric distributiofrp ( ) to generate a slightly dif-
ferent canonical examplg;, for each data itemx;. This  wherey; = (X;; 1). Thet superscript in the above

enables it to explain variability in the data set that may notequations refers to the Gibbs iteration number.
be captured with the transformation function alone. The

ing ;i i i (1) -
model treats the transformation function as a black-box Op_SampImg i is complicated by the fact thayijy ", ) de

eration, making it applicable to a wide range of data t espends on the transformation function. Previous alignment
9 P 9 yp rrgsearch [21, 24], has shown that the gradient of an align-

(e.g. curves, images, and 3D MRI scans), as long as a L . . .
appropriate transformation function is speci ed. ment objective fun_ctpn with respect to the transformagion
provides a strong indicator for how alignment should pro-
For both this model and the full joint alignment and clus- ceed. One option would be Hamiltonian Monte Carlo sam-
tering model introduced in the next section we use expopling [26] which uses the gradient as a drift factor to in u-
nential family distributions foFp ( ) andFt (' ) and their  ence sampling. However, instead of relying on direct sam-
respective conjugate priors féft( ) andHp( ). This  pling techniques, we use approximations based on the pos-
allows us to use Rao-Blackwellized sampling schemes [4}erior mode [13]. Such an approach is more direct since it
by analytically integrating out the model parameters ands expected that the distribution will be tightly conceich
caching suf cient statistics for ef cient likelihood comp  around the mode. Thus, at each iteration the transformation
tations. Furthermore, the hyperparameters now play intuparameter is updated as follows:
itive roles where they act as a pseudo data set and are easier
to set or learn from data. i =argmax p(yijy"); p(ij ©; )
2.1 Learning Interestingly, the same learning scheme can be derived us-

. N . ing the incremental variant [27] of hard-EM.
Given a data sditx;giL; we wish to learn the parameters

of this model { ig\,, ,'). We use a Rao-Blackwellized
Gibbs sampler that integrates out the model parameter

, : : TN
and’, and only s_amples the hidden variables, gz, . . The objective function optimized in our model contains
Such samplers typically speed-up convergence. The Nty o key terms, a data ternp(xj ; ), and a transforma-

ition is that the model parameters are implicitly updatedtion term,p( j' ). The latter acts as a regularizer to pe-

with the sampling c_)f every transformatlon _parar_neter "N nalize large transformations and prevent the data from be-

stead of once per Gibbs iteration. The resulting Gibbs Sami'ng annihilated. One advantage of our model is that large
2Here we assume that the hyperparametemd are xed, transformations are penalized ina prinCip|Ed fashion. évior

but they can be learned or sampled if necessary. speci cally, the cost of a transformation, is based on the

3.2 Model Characteristics
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Figure 4: Top row. Means before alignment. Bottom row. %= o

Means after alignment with BA. The averages of pixelwise ™" B;fiesi':; Allanment it Conceain i Baesian Alloment
entropies are as follows. Before: 0.3 (top), with congeal- : e s :
ing: 0.23 (not shown), and with BA: 0.21 (bottom).

with Congealing

learnedparametel which depends on the transformations
of all the other data items, ;, and the hyperparameters,

. Learning' from the data is a more effective means for
assigning costs than handpicking them.

Figure 5: Top row. Left: scatter plot of the standard de-
The model has several other favorable qualities. It is efviation score (see text) of congealing and the Bayesian
cient, can operate on large data sets while maintaining aalignment algorithm across ti88 synthetic curve data sets.
low memory footprint, allows continuous transformations, Middle: An example of a dif cult data set. Right: The
regularizes transformations in a principled way, is agplic alignment result of the dif cult data set. The bottom row

ble to a large variety of data types, and its hyperparametershows an example where BA outperformed congealing.
are intuitive to set. Its main drawback is the assumption

of a unimodal data set, which we remedyxi3. We rst

evaluate this model on digit and curve alignment. Discussion.On the digits data sets, BA performed at least
as well as congealing for every digit class and on average
2.3 Experiments performed better. On the curves data sets, BA does sub-

stantially better than congealing in many cases, but in some

Digits. We selected50 images of every digit from the cases congealing does slightly better. In all the experi-
MNIST data set and performed alignment on each digitments, both congealing and BA converged. BAs advantage
class independently. The mean images before and afté$ largely due to its explicit regularization of transforma
alignment are presented in Figure 4. We allovealf ne tions which enables it to perform a maximization at each
image transformations: scaling, shearing, rotating andteration. Congealing's lack of such regularization regsi
translation.Fp () is the product of independent Bernoulli it to take small steps at each iteration making it more sus-
distributions, one for each pixel location, afRg (' ) isa  ceptible to local optima. Furthermore, congealing typjcal

7 D zero mean diagonal Gaussian. For comparison, wéequires ve times the number of iterations to converge.
also ran the congealing algorithm (see Figure 4).

Curves. We generate85 curve data sets in a manner sim- 3 Clustering with Dirichlet Processes

ilar to curve congealing [25], where we took ve original

curves from the UCR repository [18] and for each one genWe now extend the BA model introduced in the previous
erated 17 data sets, each containing 50 random variatiorsection to explicitly cluster the data points. This progde
of the original curve. We used the same transformatiora mechanism for handling complex data sets that may con-
function in curve congealing [25], which allows non-linear tain multiple groups.

time warping (4 parameters), non-lingar amplitude ScalingThe major drawback of the BA model is that a single pair
(8 parameters), linear amplitude scaling (1 parameted), an ¢ data and transformation parametersapd ' , respec-

amplitude translation (1 parametef), () was set to a di- tively) generate the entire data set. One natural extension

agonal Gaussian distribution (i.e. we treat the raw CUVE3H this generative process is to assume that we have several

as a random vector), arfelr (' ) was al4 D zero mean . . .

; . . . such parameter pairs ( nite but unknown a priori) and each
diagonal Gaussian. Again, we compared against the CUNata point samples its parameter pair. By virtue of points
congealing algorithm. We computed a standard deviation b P P parr. By P

score by summing the standard deviation at each time Stez):mzllng);he;aé?tjesloezarragneDtierir(:ﬁ?;, t?ggei;e (aDs;;gnreoc\i/igoe;he
of the nal alignment produced by both algorithms. Fig- group : P P

. I;])reci:sely this construction and serves as the prior for the
ure 5 shows a scatter plot of these scores obtained by cor- . .
. .~ data and transformation parameter pairs.
gealing and BA for all 85 data sets, as well as sample align-
ment results on two dif cult cases. As the gure shows, the A DP essentially provides a distribution over distribugon

curve data sets can be quiet complex. or, more formally, a distribution on random probability



measures. It is parameterized by a base measure and a cc D
centration parameter. A draw from a DP generates a nite
set of samples from the base measure (the concentration p
rameter controls the number of samples). A key advantag
of DP's is that the number of unique parameters (i.e. clus-
ters) can grow and adapt to each data set depending on i
size and characteristics. Under this new probability model
data points are generated in the following way:

1. Sample fromthe DR DP(;H H ). isthe
concentration parameter, arld andH are the base
measures foFt (' ) andFp ( ) respectively.

O OO

2. For each data point; , sample a data and transforma-
tion parameter paif, ;' i) G.
Figure 6: Graphical representation for our proposed non-
3. Sample a transformation and canonical data item fronparametric Bayesian joint alignment and clustering model
their distributionsy;  Fp( i)and i Fr("i). (left) and its corresponding distributional form (right).

4. Transform the canonical data item to generate the ob-

served samples; = (yi; i). .

thatp(zijz'';; ) is the cluster predictive distribution based
on the Chinese restaurant process (CRP) [2].

Figure 6 depicts the generative process as described above ] ) S »
(distributional form, right) and in the more traditional VWhile this sampler is effective (it produced the positive re-
graphical representation with the cluster random varjableSult in Figure 1) it scales linearly with the number of clus-
z, and mixture weights, , made explicit (left). ters anc_j computing _the most _I|kely transfo_rmanon for a
cluster is an expensive operation. We designed an alter-
Our model can thus be seen as an extension of the staRative sampling scheme that does not require the expensive
dard Bayesian in nite mixture model where we introduced mode Computation and whose running time is independent
an additional latent variable;, for each data point to rep- of the number of clusters.

resent its transformation. Several existing alignment-mod i

els [11, 12, 21, 23] can be viewed as similar eXtensions‘l_’hesecondsampler further integrates out the trangforma-
to other standard generative models. Sometimes the trando" Parameter, and only samples the cluster assignment.
formations are applied to other model parameters insteati/® oW derive an implementation for this sampler.

of data points as in the case of transformed Dirichlet pro- (t) e

cesses (TDP) [29]. TDP is an extensiontsérarchical 8iz1:n Z P(zijz" %55 )

Dirichlet processesvhere global mixture components are / p(zi;xijz(t?;x )
transformed before being reused in each group. The chal- ) ' )
lenge in introducing additional latent variables is in desi = p(zijz"i; )pxijzix iy )
ing ef cient learning schemes that can accommodate this
increase in model complexity. X iz X i )
31 L ) Z27ZZ
' eaming = ' p(xi; iy ;" jzix iy )did d
We consider two different learning schemes for this model. z272 7
The rst is a blocked, Rao-Blackwellized Gibbs sampler, = p(xi; ijzi; ;' ) dy
where we sample both the cluster assignnzgraind trans- S
formation parameters, simultaneously: E( Vjzgx g, )d o d
@ N .
@V p(z; 2% ixir ) ip(xi’ dzi ) d
Iop@iz"; eCi @ ey ) st. (™) =argmax p( ;' iz iix i)
7 ;
As . th)lth th(.-l‘ (t)BA model, .We .apprOX|mate - o(ii™iz et vz ) d
p( ij ‘i )p(yijy'i; ) with a point estimate based 7

on its mode. Consequently this learning scheme is a direct _

1" . S (A .
generalization of the one derived for the BA model. Note PCiJ "z PO 57z ) d



P ) . -
(@) |L:1 Wi np(xi A ' Azi v ) BA model, we cache the suf cient statistics for every clus-

i :—_ Wi ter which can be updated ef ciently as points are reassigned
! UL to clusters to allow for ef cient likelihood and mode com-
stfa'g, o) w= % putation.
1

. S 3.2 Incorporating Labelled Examples
(1) approximates the posterior distribution of the parame-

ters by its mode. The mode is computed using incremenThe model presented in the previous section was used with-
tal hard-EM. Furthermore, the mode can be computed fobut any supervision. Supervision here refers to the ground-
each cluster's parameters independently. For every otharuth labels for some of the data points or the correct num-

data poinf , perform an EM update: ber of clusters. However, there are many scenarios where
_ A A this information is available and would be advantageous to
E. 4 = ag max PCiIXi5 20 ") incorporate.
= argmax p( jj"z)p(Xjj j; AZJ ) It is straightforward to modify the joint alignment and clus
i

tering model to accommodate such labelled examples. Lets

assume we have positive examples for each cluster as well
M: ’\zj = argmaxp(; jfxk; kjzx =z g ) as a large data set of unlabeled examples. Before attempt-
ing to align and cluster the unlabeled examples, we would
initialize several clusters and assign the positive exaspl

) . to their respective clusters. By assigning these examgples t
(2) uses importance sampling in order to reduce the numbeg,ojr cjysters and updating the suf cient statistics adeor

of data transformations that need to be performed. Compug—ngw’ the cluster parameters have incorporated the pesiti

. AN . . .
ing p(x; j "5 "z ; ) requires transforming the data point, o, amples. Depending on the strength of the priors (i.e. the

which is the most computationally expensive single OPeryyhermarameters) and the number of positive examples per

ation for this sLampIer. Thus it would be wise to reuse thegjster it may be necessary to add the positive examples
samplesf /' g, , across different clusters. We achieve

. , X s several times. The stronger the prior, the more times the
this through importance sampling, which proceeds by sam:

X X a1EJositive examples need to be replicated. Note that replicat
pling a set of transformation parameters from a proposaj, e positive examples does not increase memory usage
distribution,q( ) and using those samples for all the clus-

N/ ; > since we only store the suf cient statistics for each cluste
ters by reweighting them differently for each cluster. This
is a large computational saving since the number of dat4 the labelled portion contains positive examples for all
transformation operations performed in a single iteratibn the clusters, then setting the concentration parametéieof t
this sampler is now independent of the number of clustersDP to0 would prevent additional, potentially unnecessary,
Furthermore, the quality of approximation is controlled by clusters from being created.
the number of samplek,, generated.

To further increase the efciency of the sampler, we 3-3 Experiment: Alignment and Clustering of Digits

approximate the maximization in the E-step by reusin . . :
the samples and selecting the one that maximizggve evaluated our unsupervised and semi-supervised mod-
els on two challenging data sets. The rst contald®im-

Fixi ). Thi ids the direct imizati
PCiI%ii 25" ) 1S ayolds e direct maximizayon ges of the digits “4” and “9”, which are the two most simi-

operation in the E-step which can be expensive. While no . .
adopted in this work, further computational gains might be arand confusing digit classes (the performance of KMeans
' gn this data set is close to random guessing). The sec-

achieved at the expense of memory by storing and reusin . . -
samples (i.e. transformed data points) across iteratiods a nd pontams the3200 images of all 10 digit classes used
by Liu et al. [24].° For the second data set we used the

reweighting them accordingly. Histogram of Oriented Gradients (HOG) feature represen-
Thus our sampler iterates over every point in the data setation [7] used by Litet al. to enable a fair comparison.
samples a cluster assignment and then updasesi™ for

the sampled cluster. It also updates its own transformatio
parameter?; in the process.

"y = argmaxp(’ jf kjz =270 )

Il]:or both digit data sets we compared several algorithms us-
ing the same two metrics reported by latial.: alignment

Summary. We presented two samplers for our joint align-  3Liu et al. also evaluated their model on 6 Caltech-256 cate-

ment and clustering model. Both samplers work well ingories and the CEAS face data set. For both data sets they ran-

practice, but the second is more ef cient. For both sam-domly selected 20 images from each category. We found that the
lers. every iteration begins by randomly permuting the Or_dlfculty of a data set varied greatly from one sample to another,

P ’ y . 9 y y P 9 -~ ~'so we reached out to the authors. Unfortunately, they were only
der of the points and the DP concentration parameter is regple to provide us with the digits data set which we do use. The

sampled using auxiliary variable methods [10]. As in thedigits data set was the most dif cult of the three.



. Digits 4 and 9 (Fig 1) All 10 digits (Fig 7)
Algorithm Alignment | Clustering Alignment | Clustering
KMeans 4:18 (1:57) 0:031 | 54:0% 4:88 (1:61) 0:033 | 625%

In nite mixture model [10] 3:64 (134) 0:036 | 86:0%;4 4:87 (1:64) 0:037 | 695%;13
Congealing [21] 2:11 (0:93) 0:019 | 83.0% 3:51 (1:34) 0:029 | 705%
TIC [11] 6:00 (1:1) 35:5%
Unsupervised SAC [24] 3:80 (0:9) 56:5%
Semi-supervised SAC [24] not reported 73.7%
Unsupervised JACK3.1] 1:44 (0:69) 0:014 | 94:0%;2 | 2:38 (1:12) 0:027 | 87:0%;12
Semi-supervised JAG[3.2] || 1:58 (0:79) 0:016 | 94:0% 2:71 (1:25) 0:028 | 825%

Table 1: Joint alignment and clustering of images. The lefitable refers to the rst digit data set comprisih§0
images containing the digits “4” and “9” (Figure 1), whilesthight subtable refers to the second data set compridg
images containing all 10 digits (the same data set used bgtlali [24], Figure 7). The alignment score columns contain
three metrics that adhere to the following template: metan(&rd deviation) standard error. The number following
the clustering accuracy in the “In nite mixture model” antdrisupervised JAC” rows is the number of clusters that the
model discovered (i.e. chose to represent the data withpdiindata sets, our models signi cantly outperforms prasio
nonparametric alignment [21], joint alignment and clusigfl1, 24], and nonparametric Bayesian clustering [10ieis.

scoremeasures the distance between pairs of aligned imNote that the alignment scores for KMeans and the in nite
ages assigned to the same cluster (we report the mean amixture model are not relevant since no alignment takes
standard deviation of all the distances, and the standard eplace in either of these two algorithms. They are only in-
ror*), andclustering accuracys the Rand index with re- cluded to offer a reference for the alignment score when the
spect to the correct labels. data is not transformed.

Table 1 summarizes the results on the models we evaluateds the results show, our models outperform previous work
with respect to both alignment and clustering quality. We

KMeans: we clustered the digits into the correct num-make three observations about these results:

ber of ground-truth classe2 for the rst data set, and

10for the second) using the best of 200 KMeans runs. 1. Our unsupervised model outperformed the unsuper-
vised model of Liuet al. by 30:5%, and our semi-

In nite mixture model: removing the transforma- supervised model outperformed their semi-supervised
tion/alignment component of our model reduces itto a model by8:8%. This is in addition to the signi cant
standard Bayesian in nite mixture model. We ran this improvement in alignment quality.
model to evaluate the advantage of joint alignment and ) .

; 2. Our unsupervised model improved upon the standard
clustering.

in nite mixture model in terms of alignment quality,
Congealing: we ran congealing on all the images clustering accuracy, and correctness of the discovered
simultaneously and after alignment converged, clus- number of clusters.
tered the aligned images using KMeans (with the cor-
rect number of ground-truth clusters). This allows us
to evaluate the advantages of simultaneous alignment
and clustering over alignment followed by clustering.

3. The number of clusters discovered by our unsuper-
vised model is quite accurate. For the rst data set the
model discovered the correct number of clusters (see
Figure 1), and for the second it needed two additional

TIC, USAC and SSAC results are listed exactly asre-  clusters (see Figure 7).

ported by Liuet al.

These positive results validate our joint alignment and-clu

Unsupervised JAC refers to our full nonparametrictering models and associated learning schemes. Further-

Bayesian alignment and clustering mode8(1). more, it provides evidence for the advantage of solving

é)oth alignment and clustering problems simultaneously in-

Semi-supervised JAC refers to the semi-supervise dtead of independently,

variant of our alignment and clustering model3(2).
We used asingle positive example for each digit and
set the DP concentration parametefto

“The standard error here is de ned as the sample standard ddVe now present joint alignment and clustering results on
viation divided by the square root of the number of pairs. a challenging curve data set of ECG heart data [19] that is

3.4 Experiment: Alignment and Clustering of Curves



Figure 7: Unsupervised joint alignment and clustering df RAages of all 10 digits. (Top) All 200 images provided to our
model. (Bottom) The 12 clusters discovered and their aligmis

helpful in identifying the heart condition of patients. $hi 4 Discussions

data set containd6 curves. 24 represent a normal heart-

beat, and®2 represent an abnormal heartbeat. We ran bothn this section we discuss the adaptation of our joint align-
congealing and our nonparametric Bayesian joint align-ment and clustering model to both online (when the data ar-
ment and clustering model. In both cases we excludedives at intervals) and distributed (when multiple process
the non-linear scaling in amplitude transformation sitee t  are available) settings. Both of these adaptations are-appl
amplitudes of the curves are helpful in classifying whethercable to the unsupervised and semi-supervised settings.
the curve is normal or abnormal.

Our model discoveres clusters in the data set resuling 41 Online Leaming

. . .20 .
Idn| a c\I/usrt%rlgg acrcrl;ragyl fi:‘l':? /O.r Ingsﬁiecrf:ingh:hthIl;Stiﬁ tThere are several scenarios where online alignment and
scoverec by ourmode gure ghiights e 1ac a(ﬂustering may be helpful. Consider for instance a very

although the data set represents two groups (normal an rge data set that cannot tin memory or the case where

o e e i set st bl U o i e v anex
: . : tended period of time (such as in a tracking application).
Figure 8 also displays the result of congealing the curves.
Clustering the congealed curves irRaclusters using the Anadvantage of our model that has not yet been raised is its
best 0f200KMeans runs results in a clustering accuracy ofability to easily adapt to an online setting where only a por-
71:7%. Clustering the congealed curves imtolusters ina  tion of the data set is available in the beginning. This is due
similar manner results in a clustering accuracy GfL%. to our use of conjugate priors and distributions in the expo-
The large improvement in clustering accuracy over con—ner.]tial family which e_nable us to ef ci_er!tly summarize an
gealing in addition to a much cleaner alignment result (Fig-entlre clus_ter through its S.'u.f clent statistics. Conseutle
ure 8) highlights the importance of explicit clustering whe we can ahgn/clus?er the mltl_al portion of the data set and
presented with a complex data set. Furthermore it ShOW§ave _out the suf cient statistics for every clu§ter aftectea
> ' iteration (for both the data and transformations). Then as
cases our models ability to perform equally well on both

image and curve data sets new data arrives, we can load in the suf cient statistics and
'mag urv ' use them to guide the alignment and clustering of the new



Original ata set vithCongeaing tween the MapReduce implementation and the one de-
scribed inx 3.1 is that the cluster parameters are updated
once per sampling iteration instead of after each point's re
assignment (i.e. using a standard sampler instead of a Rao-
Blackwellized sampler).

A MapReduce framework involves two key steps, Map and
Reduce. For our model the mapper would handle updating
the transformation parameter and clustering assignment of
a single data point, while the reducer would handle updat-
ing the parameters of a single cluster. More speci callg, th
input to each Map operation would be a data point along
with a snapshot of the model parameters (the set of suf-
cient statistics that summarize the data set). The Map
would output the updated cluster assignment and transfor-
mation parameter for that data point. The input to the Re-
duce step would then be all the data points that were as-
signed to a speci ¢ cluster (i.e. we would have a Reduce
operation for every cluster created). The Reducer would
then update the cluster parameters. Thus each sampling it-
eration is composed of a Map and Reduce stage.

5 Conclusion

We presented a nonparametric Bayesian joint alignment
and clustering model that has been successfully applied to
curve and image data sets. The model outperforms con-
gealing and yields impressive gains in clustering accuracy
over in nite mixture models. These results highlight the
advantage of solving both alignment and clustering tasks
simultaneously.

A strength of our model is the separation of the transforma-
tion function and sampling scheme, which makes it appli-
Figure 8: Joint alignment and clustering of ECG heart datagaple to a wide range of data types, feature representations
The rst row displays the original data set (left) and the and transformation functions. In this paper we presented
result of congealing (right). The last three rows display th results on three data types (2D points, 1D curves, and im-
5 clusters discovered by our model. ages), three transformation functions (point rotatioms)-n
linear curve transformations and af ne image transforma-

- - . __tions), and two feature representations (identity and HOG)
data in lieu of the original data set which can now be dis-

carded. In the future we foresee our model applied to a wide ar-

) . L . ray of problems. Since curves are a natural representation
Given a suf qlently large initial data set, tht_a alignmenteof ¢ object boundaries [18], one of our goals is to apply our
new data point using the procedure described above WO“'H]OdeI to shape matching. We also intend to explore al-

be nearly identical to the result had that data point beeqe \ative parameter learning schemes based on variational
included in the original set. This is true since the add't'oninference 3, 20, 14]

of a single point to an already large data set would have a
negligible effect on the suf cient statistics. This proses
also applicable to the Bayesian alignment model. Acknowledgements
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