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Abstract

In this paper, we examine the problem of learning a rep-

resentation of image transformations specific to a complex

object class, such as faces. Learning such a representation

for a specific object class would allow us to perform im-

proved, pose-invariant visual verification, such as uncon-

strained face verification. We build off of the method of

using factored higher-order Boltzmann machines to model

such image transformations. Using this approach will po-

tentially enable us to use the model as one component of a

larger deep architecture. This will allow us to use the fea-

ture information in an ordinary deep network to perform

better modeling of transformations, and to infer pose esti-

mates from the hidden representation.

We focus on applying these higher-order Boltzmann ma-

chines to the NORB 3D objects data set and the Labeled

Faces in the Wild face data set. We first show two different

approaches to using this method on these object classes,

demonstrating that while some useful transformation infor-

mation can be extracted, ultimately the simple direct appli-

cation of these models to higher-resolution, complex object

classes is insufficient to achieve improved visual verification

performance. Instead, we believe that this method should

be integrated into a larger deep architecture, and show ini-

tial results using the higher-order Boltzmann machine as

the second layer of a deep architecture, above a first layer

convolutional RBM.

1. Introduction

The visual verification task can be defined as the prob-

lem of determining, given two images, whether the images

are of the same object class or not. This task is one way to

generalize the problem of object recognition, removing the

assumption that there are a fixed number of object classes

or that we have seen instances, at training time, of each ob-

ject class. Verification can be done at different granularities,

such as determining if two images are of the same category

(e.g. airplane, car, bike) or determining if two images are of

the same instance within a category (e.g. two views of the

same model of car). One important instance of visual ver-

ification is face verification, where, given two face images,

determine whether the images are of the same person or not.

Often in visual verification, we cannot assume that we

have seen prior training instances of each class. For in-

stance, in a photo album application, a user may tag one

person’s face with its corresponding identity, and desire for

all other instances of that same person’s face in the album to

be automatically tagged. In general, it would be highly un-

likely that the recognizer would have been trained with an

example of that person’s face. This set-up is referred to as

visual identification of never seen objects [12] or the unseen

pair match problem [5], and is closely related to learning

from one example [11].

Since the images presented in the test pairs may be of

classes not represented in the training set, it is necessary

to learn the manner in which an arbitrary object from the

set of classes being considered can be transformed from

one image to another, due to factors such as viewpoint,

background, and occlusions. The large amount of intra-

class variability makes the problem of visual identification

of never seen objects especially difficult. In particular, the

variability in face appearance due to the pose of the head

is an extremely challenging aspect of unconstrained face

recognition, making it difficult to determine cases of one

face in two different poses and two different faces in the

same pose [4].

1.1. Prior Work

Some existing methods for this task have had some suc-

cess by learning some variation of a Mahalanobis metric-

based similarity function on the image pairs [2, 12]. These

methods are trained to give a higher similarity score to im-

age pairs of the same object and lower scores to image

pairs of different objects. Intra-class variability is handled
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through methods such as combining many descriptors that

are roughly pose-invariant, such as SIFT [8] and searching

a small window in the second image to find a rough corre-

spondence with the first.

Another method that has achieved success on visual

identification of unseen face images is based on comput-

ing one-shot similarity scores [14]. For a pair of test im-

ages, a model is learned that separates each image in the

pair from a set of negative examples, and is then applied

to the other image in the pair, giving a final score that is

the average of the two scores. The authors found that un-

constrained face images contain a strong bias toward pose,

meaning pose similarities outweigh subject identity similar-

ies. Additional pose-invariance and improved accuracy was

therefore achieved by first roughly aligning the faces and

using, as negative examples, faces from approximately the

same pose, obtained through clustering.

We believe that further improvements can be obtained by

explicitly modeling the image transformations that capture

how two images of the same object are related. Recent work

has shown how image transformations such as translation

and scaling can be learned using higher-order Boltzmann

machines with multiplicative interactions [9, 10]. These

transformations can be learned from moving dot patterns

or video, and used to create a transformation-invariant met-

ric that leads to improved performance on tasks such as

digit recognition. We would like to take these methods and

extend them to learn representations of image transforma-

tions for more complex object classes such as faces, and at

a higher resolution suitable for use in visual verification.

A related line of work has been in learning deep architec-

tures for traditional object classification. In particular, Con-

volution Deep Belief Networks have been applied to larger-

sized images and obtained competitive state-of-the-art re-

sults on data sets such as Caltech-101 without using special-

ized hand-engineered features [7]. At the upper levels of the

deep network, the learned filters capture higher-order class-

specific features, such as eyes or portions of faces when

trained on face images. Interestingly, these features have

been found to be more invariant to transformations such as

out of plane rotation than filters in the lower levels of the

network [1].

It seems natural, then, to apply these deep networks to

the problem of visual verification. However, these meth-

ods rely on having training data of the particular class, and

hence are not directly appropriate for the unseen object task.

For example, a network trained on face images would be

useful for the problem of face detection, but the learned fil-

ters would not necessarily be useful in discriminating be-

tween faces of different people.

We propose to combine the two above lines of work, ide-

ally using the higher-order Boltmann machines to learn im-

age transformations, as one component in a larger deep ar-

chitecture. We believe the two components would be mu-

tually beneficial: the filters learned by the deep architecture

at each level would provide useful information in model-

ing the transformations in object classes, and the transfor-

mation information would be useful in producing features

appropriate for visual verification and give, as a byproduct,

transformation-specific information such as pose.

In this paper, we give initial results on this task, applying

these ideas to two data sets of complex objects, the NORB

(small) data set [6], and the unconstrained face images data

set Labeled Faces in the Wild (LFW) [5].

2. Background

A standard restricted Boltzmann machine (RBM) is an

undirected graphical model over a set of visible binary ran-

dom variables v and a set of hidden binary random vari-

ables h with edges forming a (generally complete) bipartite

graph, connecting visible variables to hidden variables. The

energy function defining the RBM is

E(v,h) = −
∑

ij

Wijvihj −
∑

i

bivi −
∑

j

cjhj

where the parameters of the RBM are the weights Wij over

edges and bias terms bi and cj . The joint distribution over

all variables is given by

p(v,h) =
1

Z
exp(−E(v,h))

where

Z =
∑

v,h

exp(−E(v,h))

is the partition function, normalizing the distribution. This

can be extended to real-valued Gaussian visible variables by

adding a v2
i term to the energy.

The hidden units h are conditionally independent given

the visible units v, and vice-versa, and so each set can be

inferred exactly given the other set. Learning an RBM by

maximizing the log-likelihood of the training data involves

computing the expectation over the data distribution, which

can be done exactly, and the expectation over the model

distribution, which is intractable. This term is generally

approximated using contrastive divergence, where a fixed

number (generally one) of blocked Gibbs sampling itera-

tions is performed to estimate the expectation [3].

In [9], a three-way multiplicative interaction term was

added to the energy function to model the transformation

from an input image x to an output image y, giving a new

energy term

E(y,h;x) = −
∑

ijk

Wijkxiyjhk
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Figure 1. Subset of weights in the factored RBM model learned on

rotated random dot patterns.

along with lower-order bias terms if desired.

To scale this model to handle larger image patches,

in [10], the three-way interaction term is factored as

E(y,h;x) = −
∑

f

∑

ijk

xiyjhkwx
ifw

y
jfwh

kf ,

or equivalently, by the distributive law, as

E(y,h;x) =

−
∑

f

(

∑

i

xiw
x
if

)





∑

j

yjw
y
jf





(

∑

k

hkwh
kf

)

.

This reduces the number of factors from O(N3) in the

original formulation to O(N2) in the factored model. Fig-

ure 1 shows a subset of the weights wx and wy learned on

rotated random dot patterns using this model.

Once the parameters of the factored RBM model have

been learned, given two input images x and y, the hidden

variables h that encode the transformation from x to y can

be inferred as

ĥ = arg max
h

p(h|x,y).

This ĥ can then be applied to a new image x′ to perform

an “image analogy”, applying the same transformation that

produced y from x to x′.

This can also be used to construct an image metric in-

variant to the transformations learned by the factored RBM.

A reconstructed version of the output is formed by

ŷ = arg max
y

p(y|x, ĥ),

producing a metric defined as

d(x,y) = ‖y − ŷ‖.

In a standard RBM, each of the hidden units is fully con-

nected to all of the visible units, making it difficult to scale

Figure 2. Weights learned on natural images in first layer of a

CDBN. (Ordering done for visualization.)

to large (e.g. 150x150) images. In [7], scaling to large im-

ages was achieved by using a set of fixed-size weight ma-

trices and convolving over the entire image. The energy

function of the Convolutional Deep Belief Net (CDBN) is

now

E(v,h) = −
∑

k

∑

i,j

∑

r,s

hk
ijW

k
rsvi+r−1,j+s−1

where W k are the fixed-size weight matrices and hk are the

hidden variables associated with W k. In additional, proba-

bilistic max-pooling is performed, forcing at most one unit

in a small neighborhood to be activated. This pooling over

neighborhoods allows for invariance to small translations

and reduced computational complexity at the deeper layers

of the network.

Figure 2 shows the weight matrices learned in the first

layer on the Kyoto natural image data set1 using 12 hidden

groups.

3. Methods and Experiments

Experiments were carried out using the small (96x96)

images from the NORB data set, down-sampled by one-

half in each dimension, and on the LFW face images, crop-

ping a smaller window about the head and down-sampling

to 50x50 or smaller. All images were first zero-meaned and

whitened by filtering with a circularly symmetric whitening

filter [13].

3.1. Direct Pixel­Level Modeling

As a first step, we tried applying the factored RBM

model directly to learning the image transformations

present in the two object classes. We did this in two ways.

Transfer learning from random dot patterns: First we

learned filters on random dot patterns that have been trans-

formed by the types of transformations we expect to see in

the object classes. For instance, in the NORB toy figures

data set, the objects are centered but captured at different

1http://www.cnbc.cmu.edu/cplab/data kyoto.html
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Figure 3. Subset of weights in the factored RBM model learned on

rotated 48x48 random real-valued dot patterns.
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Figure 4. Subset of weights in the factored RBM model learned on

NORB stereo image pairs.

rotations and elevations. Figure 3 shows a subset of the fil-

ters that were learned on rotated 48x48 random real-valued

dot patterns.

While these learned filters are themselves rotationally in-

variant, they do not contain the same spiral patterns as those

learned on small, binary dot patterns, and do not perform

well in terms of reconstructing the output (and so are not

useful in constructing an invariant metric). This is most

likely due to the much larger image patch size and the use

of continuous real-values, both of which are necessary to

apply the model to complex object classes for visual verifi-

cation. Filters learned on translations and scaling were sim-

ilarly not as successful as on smaller, binary dot patterns,

and we were not able to learn filters that combine multiple

types of transformations, such as both rotation and scaling.

Learning on image pixel values: Rather than learning

on random dot patterns and transferring the model to the

object classes, we next learned the transformations directly

on the whitened images of the object classes themselves.

Each instance in the NORB data set is given as a stereo

pair, so we first learned transformations that would produce

the right image from the left. Figure 4 shows a subset of

the weights that were learned on the stereo image pairs, and

Figure 5 shows an example of a matching stereo pair with

the reconstruction of the right image in the center, and an

example with a non-matching stereo pair.

In both cases, the Euclidian distance between the recon-

(a) matching stereo pair

(b) non-matching stereo pair

Figure 5. Examples of (left) left image of a stereo pair, (middle)

reconstruction of right image given left image, and (right) right

image of a stereo pair.
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Figure 6. Subset of weights in the factored RBM model learned on

NORB airplane images.

structed image and right image was less than the distance

between the left and right images, but in the matching case,

the distance was reduced more, and the reconstructed image

more closely matched the right image.

With this validation, we next tried modeling the transfor-

mations of objects due to different viewpoints. We used as

training data the images of airplanes from NORB, with each

input image being of a specific airplane from one viewpoint,

and the output image being of the same airplane from a dif-

ferent viewpoint. Figure 6 shows a subset of the learned

weights.

We examined whether the invariant metric defined by the

learned transformations would be useful in visual verifica-

tion. The transformations were learned on the images of

airplanes in the training set of NORB. We constructed his-

tograms of distances between pairs of images from the test

set of NORB, and the reconstruction of the right test image

with the original right test image. This was done on three

sets of test cases: images of the same airplane, images of

two different airplanes, and images of airplanes and a dif-

ferent class, in this case human figures. Figure 7 gives the

three histograms of Euclidian distances, and Figure 8 shows

examples of reconstructions for each of the three test cases.

The mean distances went from 64.84, 65.88, and 66.37



(a) same airplane

(b) two different airplanes

(c) airplane and human

Figure 7. Histogram of Euclidian distances for three test cases,

of original distance between image pairs and distance of recon-

structed image to right image.

for the three test cases respectively, to 41.85, 42.18, and

47.09. This suggests that the model is learning some in-

formation about how airplanes in general are transformed

from one image to another, but this learned information is

not sufficiently based on the appearance of the input im-

age to generate output images capable of discriminating be-

tween different types of airplanes. Thus, while this model

could potentially help in traditional object recognition, it

would not necessarily be appropriate for visual verification

where we want to distinguish between different types of air-

planes that we may not have seen before. Furthermore, the

reconstructed images are very noisy, and much of the details

needed for discriminating between classes is blurred away.

Finally, we applied our model to LFW face images. The

learned weights are shown in Figure 9. Here it is clearer

that the model is primarily learning to represent only the

output face appearances, and that not much information is

(a) same airplane

(b) two different airplanes

(c) airplane and human

Figure 8. Examples of (left) input image, (middle) reconstruction

of output image given input image, and (right) output image, for

three test cases.
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Figure 9. Subset of weights in the factored RBM model learned on

LFW face images.

obtained by conditioning on the input faces. Unsurprisingly,

the invariant metric derived from these filters was unable

to distinguish between pairs of images of the same person

and pairs of images of two different people. Examples of

matched and mismatched pairs, along with reconstructions

of the right image, are given in Figure 10. As with the

NORB images, the reconstructions of the faces are blurry

compared with the original images.

3.2. Combining Factored RBM with CDBN

In directly applying the factored RBM model to more

complex object classes, we ran into problems due to the

larger resolution necessary for visual verification, the need

to use real-valued variables for the image data, and the

amount of intra-class variation that arises from these two

factors. To ameliorate this, we decided to apply the fac-

tored RBM on the first layer representation learned from a



(a) matched pair

(b) matched pair

(c) mismatched pair

(d) mismatched pair

Figure 10. Examples of (left) input image, (middle) reconstruction

of output image given input image, and (right) output image, for

four face pairs.

CDBN with 12 hidden groups, shown in Figure 2. We use

the weights in the CDBN learned from natural images, al-

though we also obtained similar weights when learning the

CDBN on images from NORB and LFW.

We believe this offers several benefits. The first layer

representation is now binary, and we can work with a

smaller image patch size due to max-pooling. Moreover,

rather than trying to learn how arbitrary real-valued pixels

are transformed from one image of an object to another, we

are constraining the factored RBM to learn how the edges

in the image, where presumably most of the important in-

formation resides, transform from one image to another.

It could be argued that we do not need to bring in the ma-

chinery of CDBNs, and rather simply use some set of edge

filter banks combined with down-sampling, and achieve the

same representation. However, we believe that using the

first layer representation is merely the first step in combin-

ing factored RBMs with CDBNs. Ideally, we would like

to use the representations learned at multiple levels of the

CDBN to model the transformations in the object class,

and also have an interplay between the feature learning and

transformation learning.

We learned the same factored RBM on NORB airplane

images as above, except on the first layer representation ob-

(a) w
x (b) w

y

Figure 11. Example of one learned factor on airplanes in first layer

representation space.
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Figure 12. Subset of weights in the factored RBM model learned

on NORB airplane images using CDBN first layer representation.

tained from the CDBN. Figure 11 shows one learned factor,

in the first layer representation space.

For visualization, these factors can be projected back

onto the original image space using the CDBN weights.

A subset of the learned factors projected onto the original

space are shown in Figure 12.

As before, the model was learning on images from the

training set of NORB, and we computed histograms of dis-

tances between pairs of images in the test set under three

sets of test cases: images of the same airplane, images of

two different airplanes, and images of airplanes and human

figures. This time, the mean distances went from 32.15,

32.65, and 31.81 between the original images to 22.41,

22.73, and 22.78. Like in the case of the model learned

directly on the pixel values, the invariant metric defined by

the transformations represented in this model does not seem

suitable for use in visual verification. However, the recon-

struction images produced by this model are noticeably bet-

ter, in terms of matching the output image and preserving

discriminative details, as can be seen in the examples in Fig-

ure 13.

Given these reconstruction results, we believe that this

method has a lot of potential. Two simple ideas which may

improve the results substantially are to use higher resolution

images (for instance the original 96x96 images), which will

contain more edge structure, and to learn the CDBN directly

on the NORB images and learn multiple layers of features.

We also learned the factored RBM model on the first

representation of LFW faces. Figure 14 shows a subset of

learned weights projected to the original image space. In

contrast to the weights learned directly on the pixel val-



(a) same airplane

(b) two different airplanes

(c) airplane and human

Figure 13. Examples of (left) input image, (middle) reconstruction

of output image given input image, and (right) output image, for

three test cases.
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Figure 14. Subset of weights in the factored RBM model learned

on first layer representation of LFW face images.

ues, there seems to be some learned structure in the input

weights, rather than entirely modeling the faces using the

output weights.

We learned the model using matching image pairs of

people in the first 9 folds of LFW. Using images in the 10th

fold, we computed distances between images in each of the

300 matched and mismatched pairs, and distances between

the reconstruction of the right image and the original right

image. The mean distance went from 34.55 to 26.67 for the

match pairs and 36.36 to 27.31 for the mismatched pairs.

Examples of reconstructed images are given in Fig-

ure 15, for the same face pairs as above in Figure 10.

Compared with the reconstructions produced by the model

learned directly on pixel values, these reconstructions are

superior in several respects. They are sharper, able to pre-

serve discriminative details such as the beard in the top row

and large nose in the second row. In addition, they better

(a) matched pair

(b) matched pair

(c) mismatched pair

(d) mismatched pair

Figure 15. Examples of (left) input image, (middle) reconstruction

of output image given input image, and (right) output image, for

four face pairs.

capture the pose of the right image, such as the profile view

in the second row and the rotation in the fourth row. Since

details specific to person identity are preserved while differ-

ences due to pose are lessened, the reconstruction step could

be used as the first stage in a recognition pipeline, reducing

the amount of variability due to pose the recognizer must

contend with. Thus, although the Euclidian distance of re-

constructions to original images is not significantly less for

matched pairs than mismatched pairs, the reconstructions

themselves may still be useful as input for learning a face

recognizer.

4. Conclusions and Future Work

In this paper, we have shown some initial work on learn-

ing a representation of class-specific image transformations

for complex object classes. Direct application of existing

models of factored RBMs to images of objects from classes

such as faces are able to learn some information, but are in-

sufficient to learn a transformation-invariant metric useful

for visual verification.

Instead, we believe that these higher-order Boltzmann

machines should be a component in a larger deep archi-

tecture, for instance integrating these models into a Con-

volutional Deep Belief Net. We demonstrated one example



of combining these methods by learning the higher-order

Boltzmann machine on the first layer representation given

by a CDBN. This allows us to work with larger image sizes,

work with binary variables, and to focus on learning the

transformations of edges, to preserve the discriminative in-

formation contained in the edges rather than creating blurry

reconstructions.

We believe there are several promising directions for fu-

ture work on these lines. The first would be learning a deep,

convolutional version of the original three-way interaction

RBM or factored RBM. We could model small, local trans-

formations in the first layer, and learn how these local trans-

formations combine to form more global transformations in

the upper layers. For example, in faces, we might learn that

a series of small translations in the bottom layer are actu-

ally caused by a global rotation of the head, or that small

translations in the bottom half of the image are caused by a

particular facial expression in the mouth.

Another direction is to learn transformations on repre-

sentations given by more than just the first layer of the

CDBN. Upper layer features such as corners and contours

in the second layer and class-specific parts in the deeper

layers provide important cues that would aid in learning

transformations of objects in different images. One impor-

tant aspect here would be in dealing with the increase in

computational complexity as more features are being con-

sidered; the deep, convolutional version of the three-way

RBM, mentioned above, may help here as well.

A more distant goal is to create a deep architecture ca-

pable of simultaneously learning both features and transfor-

mations, so that the two components can interact and benefit

from one another. For instance, when learning a CDBN on

faces, we may learn filters at deeper levels that correspond

to eyes. However, these filters may not be able to discrim-

inate between different types of eyes, which would be the

information we want to have available when performing vi-

sual verification. If the deep architecture is able to learn

both one particular type of eye, and how that one eye can

be transformed from one image to another, then the net-

work will be more likely to learn different types of eyes that

would be discriminative in determining if two images are of

the same person or two different people.

Our end goal is to develop a deep architecture suitable

for the visual verification task. Such a network would take

in a pair of images as input, and at the top-most layer pro-

duce a binary decision indicating whether the pair of images

are of the same object class or two different object classes.

As a byproduct, intermediary hidden units would encode

transformation information, and so this model would also

be useful for tasks such as pose estimation.
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