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Abstract. Acromegaly is a rare disorder which affects about 50 of every million
people. The disease typically causes swelling of the hands, feet, andafat
eventually permanent changes to areas such as the jaw, brow ridhehesk
bones. The disease is often missed by physicians and progressesl lvdyere

it might if it were identified and treated earlier. We consider a semi-autamate
approach to detecting acromegaly, using a novel combination of suygaor
machines (SVMs) and a morphable model. Our training set consistsfofral
photographs of acromegalic patients and 25 of disease-free sulljeatsodelled
each subject’s face in an analysis-by-synthesis loop using the thremsiional
morphable face model of Blanz and Vetter. The model parametetsreapany
features of the 3D shape of the subject’s head from just a single plaptognd
are usedlirectly for classification. We report encouraging results of a classifier
built from the training set of real human subjects.

1 Introduction

Figure 1 shows two men of the same age. For most observeingsgither one of
them alone on the street would not prompt any particularti@acThe man on the left
would possibly be identified as slightly overweight but athise unremarkable while
the man on the right appears perfectly healthy. In fact themeare identical twins. This
photograph appeared recently in the New England Journaledfitthe as one of the
journal’s periodic “Medical Mysteries” with the captionWhich twin is the patient?”
[10]. The man on the left has a condition knownaasomegaly which is difficult for
most laypeople, and even for most physicians, to diagnose.

Acromegaly is a rare disorder of the endocrine system whigtts roughly 50 of
every million people in the general population. Early détetis important in treat-
ing the disease successfully, but it is often missed bedassigns are subtle and the
condition is rare. Since many of its symptoms affect facigdearance, the disease can
be detected by specialists (endocrinologists) in manysciieen a normal frontal pho-
tograph. If a patient’'s appearance suggests presence disthase, blood tests may be
performed to confirm its presence. Because the tests aragxpand time consuming,
it would clearly be valuable to have an inexpensive and aatmmprescreening method.
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Fig. 1. These men are identical twins. Which one is sick, and what is his conditipfiRiBg the
3D morphable face model of Blanz and Vetter [2] to each of these faeed-{gure 2), the system
described correctly identified the man on the left as an acromegalic, anddhneon the right as
healthy. This “Medical Mystery” first appeared in the New England Jaliof Medicine [10].

The ultimate goal of our research is to develop an automatdaitary prescreening
system for acromegaly. For example, when obtaining a pmaptofor a driver’s license,
one could voluntarily choose to be screened for variousitiond such as acromegaly.
We believe that such systems could make a signficant cotitibto early detection
(and hence to the timely treatment) of this disease [5].

In this work, we present a new way of combining morphable nef#§ and sup-
port vector machines for supervised learning. We use thibodden a semi-automated
approach to detecting the presence of acromegaly in peagileg a supervised learn-
ing paradigm. We built a training set of images by taking 2shfal photographs of
acromegalic patients and 25 frontal photographs of disasesubjects. Because the
recognition of acromegaly is dependent upon subtle feaiuhéch are difficult to detect
locally in the image, we decided upon a global method of nodgethat uses informa-
tion across the entire photograph. In particular, we mededlach subject’s face in an
analysis-by-synthesis loop using the morphable modeldasfBand Vetter [2]. The pa-
rameters of the morphable model capture many features tifitbe-dimensional shape
of a subject’s head from just a single photograph and ardlertéeatures with which
to classify subjects as either acromegalic or not. We us@an@meters recovered for
each test face in an SVM to classify a subject as having agalyer not. We report
encouraging results of a classifier built from the trainiagaf real human subjects.

While in a previous paper [7], Huang et al. use a morphable imodmnjunction
with SVMs for classification, this was a signficantly diffat@pproach than our own to
combining these two tools. In that paper, the morphable risdesed to generate ad-
ditional sample images of a subject’s face under varyingtitigy conditions and poses.
These additional images can improve recognition accuratgsks like subject identi-
fication. Unlike our work, the previous paper uses the SVMnalyze these synthetic
imagesof subjects’ faces. In our approach, the SVM operates orpérametersof
the morphable model directly. This is a key point, as the patars of the morphable
model, being natural parameters of face shape variatiedikaly to be more discrimi-



Fig. 2. A 3D morphable model [2] was adapted in an analysis-by-synthesisttoomatch each of
the menin Figure 1. Although the models are not perfect replicas of thegtaphs, they capture
important properties of the faces which prove to be effective in distinghidigtween patients
that do or do not have acromegaly. For example, the 3D model captheeswelling of the left
man’s nose, a strong indicator of acromegaly which is difficult to deteereimage feature using
traditional feature detectors operating on the image. Our classifier ctigretassified the man
on the left as acromegalic and the man on the right as negative for the disease

native than pixel-valued parameters as used in the prewouds. A separate paper [3]
uses model parameters directly for subject identificatoort,using a nearest neighbor
classifier. Thus, to the best of our knowledge, this papdraditst to use SVM classifi-
cation directly on morphable model parameters. In additios is the first paper to use
such techniques in medical diagnosis.

2 TheTraining Data

Because acromegaly is uncommon, photographs of acroroggaé not readily avail-
able. Thus, a major portion of the effort in this work was imuaicing a database of
images of 24 acromegaly patients, and a matching set of isniage 25 healthy sub-
jects. Three acromegalics from our database are shownimé=8y The leftmost patient
shows clear signs of the disease. Features such as a largegamuding brow, frontal
bossing (protrusion of the forehead), swollen nose, prentitheekbones, enlarged
lips, and prominent naso-labial folds (creases in the skith@ cheek) make such a
patient a strong candidate for further evaluation by an endologist. While no one of
these symptoms would indicate acromegaly, taken togdtlegrare a strong indication
of disease. The middle patient in the figure still has cldénpagh more subtle, signs
of acromegaly. He is an example of a patient that would likelybe detected by a lay
person, and might often be missed by a physician who is notemeegaly specialist.
The patient has an enlarged jaw, mild nasio-labial foldsl, slight enlargment of the
cheekbones. On the right of the figure is a patient with venyamiif any, signs of the
disease visible even to the expert. It seems unlikely thatvisual test will diagnose
the most difficult cases; our goal rather is to flag patienteénsecond category.



Fig. 3. Examples of acromegalics from our database. The symptoms dearesseserity from left
to right. (See text.)

One of the dangers in building a binary classifier is thatitketd the image acqui-
sition environment will be leveraged by the classifier tactrgnize” a condition such as
acromegaly. That is, if some simple feature of the acqoisignvironment differs be-
tween one class and another, this may be used improperlg thaclassification. This
was an especially important concern for us since we acquitages of acromegalics in
one location and images of normals in another location. Tomize the probability that
some exogenous factor affected the classification perfocmave developed a protocol
for taking photos. Our protocol specified the camera makenaodel, the background
for the photograph, the expression of the subject (relaxedreeutral expression, in-
cluding a closed mouth and open eyes), the orientation gdatient (front-facing), and
the general lighting conditions. Ten pictures of each patieere taken so that images
with closed eyes, accidental non-neutral facial expressiblur due to movement, and
other anomalies could be removed. One of the defect-fretoghaphs of each subject
was chosen manually for inclusion in the final database. Tder @and texture of a
patient’s face wasiot used directly in the final classification. This minimizes tino
portant effects which could cause biases in the classificathat of lighting which is
difficult to control carefully, and that of skin tone, whiclpens to be biased slightly
toward darker tones in our set of acromegalics relative tesetiof normals.

There are three properties of our database that are not aehlwhich we plan to
address in the near future. As noted above, all of the acralicgghotos were taken
in one locale and all of the normals were taken in anotherldodespite our precau-
tions, this could possibly lead to hidden biases in the @lassAnother issue is that the
photos of acromegalics were taken somewhat closer or wiliglatly different zoom,
on average, than the photos of normals. While the morphabikehsoftware explicitly
incorporates estimates of distance and zoom into its esimf@3D shape (minimiz-
ing the effect of differences in perspective or fish-eyeaditgin), these are nevertheless
systematic differences in the database which should bérglted in the future. Finally,
our database of normals consists only of white males, whileagromegalics are a
signficantly more diverse population. While we do not belitheat these issues had a
significant impact on the classifier, we plan to remedy thermiproving the database
in the future. Next, we turn to the task of modelling the faicesur database.



3 Modelling Faces

Many of the symptoms of acromegaly are difficult to captuiegigraditional local im-
age features such as edges and image derivatives. Symptoimas swelling of the
nose and lips, protrusion of the brow and cheekbones, anatlymf the jaw are very
difficult to detect locally. Our initial work on this projeébcussed on measuring dis-
tances between various facial landmarks and computingetbéve size of landmarks
not correlated with disease, such as iris diameter, andrarkk like jaw width, that
would be expected to be larger, on average, given that thenpétad the disease.

One problem with this approach is choosing landmarks ttzat te consistent mea-
surements of a patient’s face. It is difficult to define in ae@able fashion measure-
ments such as the “width of the jaw”. Developing software adhis automatically is
even more difficult. Another problem with the landmark metli®that it does not use
all of the information available in the photograph. A patiemose may be a normal
width, according to a landmark based specification, andtyaay be clear to any ob-
server that the patient’s nose is actually swollen. Thusidzark-based methods may
not capture a significant symptom which is obvious to an oleser

It became clear that a system which could model the true-tthiraensional shape of
each subject’s head could alleviate many of these probl€hes3D morphable models
of Blanz and Vetter [2] seemed to be an ideal tool to tacklésuproblem. In previous
work, Blanz and Vetter developed a linear statistical marfehe 3D geometry and
texture (or surface color) of human heads from a set of 3D Gyée (TM) laser scans
of 200 individuals (100 male and 100 female).

In the morphable face model, facial surface data that wererded with the laser
scanner as a triangular mesh are represented in shapesvidEbcombing, y, andz
coordinates of all vertices:

V= (leylvzla -wxna)/n,Zn)T S 17{3”.

Sampled at a spacing of less than one millimeter, each suifaepresented by =
75972 vertices. Linear combinations of shape vectors wily produce realistic novel
faces if corresponding points, such as the tip of the noseremresented by the same
vector components across all individual shape vectors iEhachieved by establishing
dense correspondence between different scans, and foxmatgrsv; in a consistent
way. Along with shape, the morphable face model also reptesexture, but texture is
discarded in our work here.

There are two key features of the morphable model work thalenitaan ideal tool
for our application. First, the 3D head model representpehariations in terms of the
common modes (principal components) of shape deformafibealthy human heads.
Each parameter of the geometry-part of the model descrilsesnanon mode of vari-
ation in (densely) registered human heads. While paramstets as jaw size are not
explicitly coded into the model, the statistical model maesable to represent such vari-
ability as linear combinations of its parameters in ordexdbieve good approximations
of the subjects in the original Cyberware scan database.i$has long as there were
some significant relative differences in jaw size among tfigal subjects, the model
would need to encode this variability in some form to makedjfits. \We hypothesized



that the analysis of these sorts of natural parameters efMagation would allow us to
sort subjects into groups of acromegalics and healthy atie

The second appealing feature of the morphable model woltkaisits developers
showed how an analysis-by-synthesis method could prodhecagproximate 3D shape
and texture of a person’s head from a single photographr Afteanual initialization
process (described below), a fully automatic procedurgtadhe parameters of the
morphable model until a rendered image of the model matclydgea photograph as
closely as possible under a soft constraint that makes tiaenders of the resulting 3D
head as likely as possible under the statistical morphabldeinThat is, the analysis-
by-synthesis loops strives to minimize an error of the form

E(a) = Z H'input(xvy) - |mode|(xay;a)||27L f(a),
Xy

wherea is a vector of parameters estimated for the particular healuconsidera-
tion andf(a) is the negative log likelihood of the parameters under thgiral linear
statistical model of heads.

We used the software of Blanz and Vetter to develop 3D modeis bur database
photographs. To intialize the model fitting process, the akieks on a number (seven to
12) of feature points in the image and the correspondingifeaton the 3D model using
an interactive tool. These point correspondences are egddn the first iterations of
the algorithm. Their weight is gradually reduced to zeromyithe optimization. The
pose, illumination, shape and texture coefficients aredlit@ the default values at
the beginning of the fitting process. Additional details lod tinitialization and fitting
process are described elsewhere [3].

In addition to global estimates of head shape, a secondanegure was used in
which smaller parts of the face were extracted and estinsgpdrately. This procedure
gives greater detail and accuracy for the followings fagions, or groups of regions:
the nose; the eyes, eyebrows, and brow; the mouth; and &t tghtures, such as the
cheeks, chin, forehead, ears, and neck. Thus, in additianstagle global geometric
shape estimate for each head, there were four additionals“pastimates, yielding a
total of five individual geometric 3D shape estimates pee fiwour experiments, these
additional shapes improved the performance of the classifjaificantly.

4 Experiments

After fitting the morphable model to each face in our databasd to each of the sub-
regions described above, we retrieved 199 “geometry” patars for each of the five
pieces of the head estimate, for a total of 995 parameterphmograph. Parameters
measuring texture were discarded as it was decided in advhat the small benefit
they might add would be outweighed by the general increasariance of the results.
We used the first 99 parameters from each part of the geontetaid shape esti-
mate, for a total of 495 parameters per head in our final exyeeris. These parameters
represent the components of shape with greatest vanalnilthe original database of
Blanz and Vetter. To see how this is used in acromegaly fleason, consider a fea-
ture such as jaw size. Normal variation in jaw size will beregged by the variability



of some parameter of the original “normal” morphable motfehn acromegalic has

an enlarged jaw, then fitting the morphable model will givauiagé coefficient for this

particular parameteBy examining these coefficients over the full set of acrotiesga
we can detect trends in these unusually large coefficierdsalect them as features for
classification, rather than as simply statistical outliers

With only 24 examples from the acromegalic class and 25 elesfippm the normal
class, we needed to mitigate overfitting as much as posgibla.result we decided on
a leave-one-out classification paradigm, in which we trairalb examples except one,
and then use the trained classifier to classify the remagingle samplelt is important
to note that we are not using leave-one-oudss-validation [4], across multiple testing
points, to train our classifiefn other words, the classification results on one data point
have no influence on the training of the classifier for anottega point. To do this
would be “fitting to the test data”, and would invalidate oesults. While the variance
of our results may be high due to the small amount of tranirttast data, we have no
reason to believe that we are overfitting or that our resuéidased.

When working with such a small data set, it is important notydnl control the
capacity of the classifier being used, but also to limit thenber of classifiers tried
on the test data. Since we could not afford (given the limftathing set size) to set
aside a validation set with which to experiment, we choseoatrall of the classifier
parameters up front. We decided in advance to use 99 pananfeten each part of
the geometric shape estimate, and to use linear or qua@¥tits. While we show
results (in Figure 4) using varying numbers of model compts& suggest a general
trend, we chose, before seeing the training data, to séleatrte with 99 parameters as
our final accuracy estimate. We did allow ourselves the pafrexperimenting with
guadratic and linear kernels, and found that linear kenpetformed better.

We used the publicly available SVM package, SVM Light [8]irdsa leave-one-
out paradigm, we trained an SVM using all but one of the tragréamples, and tested
on the remaining sample. The accuracy with all 495 paramétem the five geometric
parts estimates was 85.7%. Interestingly, none of the nenwere classified as acrome-
galics, while seven of the acromegalics were classified anals. The sensitivity of the
test was hence J24 =~ 71%. Five of the seven misclassified patients had very subtle
signs of the disease that might easily be missed by an expestmisclassified exam-
ples showed obvious signs of the disease. The morphablelsiod@ne of these was
a poor fit to the patient’s photograph and may explain oneegtinors.

There are a number of efforts in the medical community tostteally analyze
face shape (e.g. [6, 1]). These methods require a spedaligearatus to acquire three-
dimensional face information. Stereo methods [1] and flllstans [6] are common
methods for such acquisitions. A key feature of our work it twhile the original
statistical morphable model required 3D laser scans, ibeapplied to other databases,
like ours, consisting only of regular two-dimensional ghgraphs. Such systems could
in theory be widely deployed, analysing standard photdgsap screen for a variety of
conditions. To make such a system practical, the remaineagual initialization of the
morphable model to a photograph will probably need to beraated.

While there is an enormous literature on face recognitiois,léss common to use
face databases to categorize images into categories. Ampdxds the classification of
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Fig. 4. Leave-one-out classification accuracy of a linear kernel SVM gettsel number of mor-
phable model features used. The blue curve shows performanceondjrtpe global estimate of
the head, while the green curve shows the performance using contpdroen each of the five
geometric shape estimates (one global and four parts based estimates).

faces as male or female [9]. We are not aware of any previouis iwdrying to identify
acromegaly. The visual nature of many of the symptoms andémnefits from early
diagnosis [5] make this disease an ideal candidate forypis of analysis.
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