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In the attached video, suppVideo.mp4, we have visualized how a large num-
ber of hard negatives can be obtained automatically by analyzing the output of a
trained detector on video sequences. Red boxes denote the detections that are
isolated in time due to “detector flicker” (i.e. hard negatives), among the high

confidence detections ( green boxes ). Additionally, some of the hard negatives
from the video are visualized in this document in Fig. 1-8 for faces and Fig. 9-11
for pedestrians. We also demonstrate the presence of “hard positives” (shown
near the end of the video from 2:01-2:20), which are positive examples that
are surrounded in time by correct detections.
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